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1. Background

Despite the development of preventive measures, COVID-19 

remains a public health burden worldwide.1 As of, September 

26, 2022, 7,547,089 patients with COVID-19 have been 

identified in Iran, of which 144,394 deaths have occurred 

by the virus. According to statistics, Iran ranks 12th in the 

total number of deaths due to COVID-19.2 An outbreak is 

defined as more cases of a disease than expected in a 

specific location over a specific period.3 Outbreak detection 

algorithms could play a main role in effective public health 

surveillance.4 Some techniques have been proposed and 

applied in practice for outbreak detection based on 

surveillance system data.5 The exponentially Weighted 

Moving Average (EWMA) and Poisson Regression method 

are among the most known aberration detection algorithms.6 

The mentioned methods are based on a statistical process 

control approach to detect abnormalities in time series data.7,8 

 

2. Objectives 

This study compared the performance of three outbreak 

detection methods (EWMA, CUSUM, and Poisson 

Regression) using the reported COVID-19 data in the 

Islamic Republic of Iran. 

 

3. Methods 

First, data were collected on COVID-19 daily new cases 

in Iran between 19/02/2020 and 20/06/2022 through the 

Worldometer website available at: https://www.worldo 

meters.info/coronavirus/. All registered cases during the 

mentioned period were included. Due to the lack of a 

gold standard to assess algorithm performance, a total of 

344 simulated outbreak days were injected into the data 

sequences. In the next step, three outbreak detection 

algorithms were applied to the data. 

 

3.1. EWMA 

EWMA algorithm is defined by the following equation9: 

 

EWMAt = Yt + (1-λ) EWMA t-1.                         (1) 

 

Where Yt equals the number of suspected cases in day 

t, λ is the weighting parameter that has been considered 

as 0.1 for EWMA1, 0.2 for EWMA2, and so on. The 

upper control limit for outbreak detection is as follows: 

 

Upper Control Limit = EWMA0 + k × σEWMA 

 

Where k is a constant parameter, σ EWMA and 

EWMA0 are the standard deviation (σ) and the mean (µ) 

of data in the absence of the outbreak. In the current 

study, the amount of k was determined to be 2(K = 2), and 
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the µ+2σ was considered as an upper limit for outbreak 

detection. 

 

3.2. CUSUM 

The CUSUM algorithm was used based on the following 

formula10: 

 

CUSUM t = MAX (0, CUSUMt-1 + Yt − σ/2). 

 

Where, Yt is the number of cases on day t (t = 1, 2... n), 

CUSUMt-1 is the value of CUSUM on day t-1 and σ is 

the standard deviation of the observed data on the non-

outbreak days. 

The upper control limit or level of alarm threshold for 

the CUSUM algorithm was calculated using the following 

equation:  
 

Upper Control Limit = UCL = μ + h × σ 

 

Where μ is the mean of the observed data on the non-

outbreak days and h is an appropriate value (fixed 

parameter) ranging from 1 to 3 here. Also, σ is 

considered to be the standard deviation. 

 

3.3. Poisson Regression Method 

To determine the upper control limit, the expected cases 

per day were estimated as follows6: 
 

Yt = αi + βX 
 

Where Yt is the expected cases at time t, and β is the 

coefficient of X, and X is the effective factors on the 

expected cases. 

 

3.4. Statistical Analysis 

Finally, the sensitivity, specificity, false alarm rate, and 

false negative rate as well as the negative and positive 

likelihood ratio of the three outbreak detection algorithms 

were computed. The AUC and its 95% confidence intervals 

(95% CI) were also computed. Greater values of AUC 

indicate better performance of a specific algorithm in 

comparison to other algorithms. All analyses were 

performed by Stata version 15 and Excel 2010. 

 

4. Results 

The overall sensitivity and specificity of the EWMA for 

all occurred outbreaks were 59% (95% CI: 53.6%-64.2%) 

and 0.89 (95% CI: 86.0%-92.0%) respectively. Overall 

sensitivity and specificity of the CUSUM for all occurred 

outbreaks were 72% (95% CI: 67.0%-76.7%) and 41.8% 

(95% CI: 37.5%-46.2%) respectively. In addition, the 

overall Sensitivity and Specificity of the Poisson 

Regression for all occurred outbreaks were 69% (95% CI: 

64%-74%) and 85% (95% CI: 82%-89%) respectively. 

Among the different algorithms, EWMA9 with λ = 0.9 

and CUSUM 1 had the highest sensitivity with 100 and 

87% (95% CI: 84%-91%), respectively. EWMA9 and 

CUSUM 5 had the lowest specificity: 2% (95% CI: 1%-

3%) and 23% (95% CI: 20%-27%), respectively (Table 1). 

 
Table1. The Performance of Different Used Algorithms in the Detection of Outbreaks 

Algorithm Sensitivity Specificity False Alarm Rate False Negative LR+ LR- 

EWMA1 0.53 

(0.47-0.58) 

0.99 

(0.98-1.00) 

0.01 

(0.00-0.02) 

0.47 

(0.42-0.53) 

44.64 0.48 

EWMA2 0.54 

(0.49-0.59) 

1.00 

(0.99-1.00) 

0.00 

(0.00-0.01) 

0.46 

(0.41-0.51) 

136.87 0.46 

EWMA3 0.54 

(0.49-0.59) 

1.00 

(0.99-1.00) 

0.00 

(0.00-0.01) 

0.46 

(0.41-0.51) 

275.22 0.46 

EWMA4 0.54 

(0.49-0.60) 

1.00 

(1.00-1.00) 

0.00 0.46 

(0.40-0.51) 

- 0.46 

EWMA5 0.54 

(0.49-0.60) 

1.00 

(1.00-1.00) 

0.00 0.46 

(0.40-0.51) 

- 0.46 

EWMA6 0.54 

(0.49-0.60) 

1.00 

1.00-1.00) 

0.00 0.46 

(0.40-0.51) 

- 0.46 

EWMA7 0.54 

(0.49-0.60) 

1.00 

(1.00-1.00) 

0.00 0.46 

(0.40-0.51) 

- 0.46 

EWMA8 0.55 

(0.49-0.60) 

1.00 

(1.00-1.00) 

0.00 0.45 

(0.40-0.51) 

- 0.45 

EWMA9 1.00 

(1.00-1.00) 

0.02 

(0.01-0.03) 

0.98 

(0.97-0.99) 

0.00 1.02 0.00 

Cusum1 0.87 

(0.84-0.91) 

0.53 

(0.49-0.57) 

0.46 

(0.42-0.50) 

0.13 

(0.09-0.16) 

1.90 0.24 

Cusum2 0.81 

(0.77-0.86) 

0.48 

(0.44-0.52) 

0.51 

(0.46-0.55) 

0.19 

(0.14-0.23) 

1.61 0.39 

Cusum3 0.71 

(0.66-0.75) 

0.45 

(0.40-0.49 

0.54 

(0.50-0.59) 

0.29 

(0.25-0.34) 

1.30 0.66 

Cusum4 0.63 

(0.58-0.68) 

0.40 

(0.36-0.44) 

0.59 

(0.54-0.63) 

0.37 

(0.32-0.42) 

1.08 0.91 

Cusum5 0.58 

(0.52-0.63) 

0.23 

(0.20-0.27) 

0.76 

(0.72-0.79) 

0.42 

(0.37-0.48) 

0.76 1.83 

Poisson Regression 0.69 

(0.64-0.74) 

0.85 

(0.82-0.89) 

0.15 

(0.11-0.18) 

0.31 

(0.26-0.36) 

4.72 0.37 
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The minimum amount of false alarm rate was related to 

EWMA2 to EWMA8, equal to 0%, and the maximum 

amount of false alarm rate was related to EWMA9, equal 

to 98% (95% CI: 97%-99%). The lowest false negative 

rate related to EWMA9 was equal to 0%. The highest 

value of the positive likelihood ratio was related to 

EWMA3 and was equal to 275.22, and the minimum 

negative likelihood ratio related to EWMA9 was equal to 

0. The positive and negative likelihood ratio values have 

been shown in Table 1. Figure 3 shows the calculated 

AUC for different algorithms. EWMA9 had the lowest 

AUC (51%).

 

 
 

Figure 1. Line plot of reported COVID-19 cases from 19/02/2020 to 20/06/2022 and corresponding levels of overall alarm threshold 

according to EWMA. 

 

 

 
 

Figure 2. Line plot of reported COVID-19 cases from 19/02/2020 to 20/06/2022 and corresponding levels of overall alarm threshold 

according to Poisson regression algorithm. 
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Figure 3. Area under the ROC Curve for Different Algorithms. 

 

5. Discussion 

The COVID-19 pandemic is a global public health 

challenge.1 In Iran, cases of COVID-19 occur every day. 

Due to the nature of this infectious disease, controlling 

this epidemic is inevitable and necessary. Different methods 

have been used to determine the aberration from the 

normal trend of disease incidence in different studies.3,11-

13 This research analyzed the data of COVID-19 in Iran 

using CUSUM, EWMA, and Poisson Regression methods. 

Our results showed that among the different algorithms, 

EWMA9 with λ = 0.9 and CUSUM 1 respectively had the 

highest sensitivity, and EWMA9 and CUSUM 5 respectively 

had the lowest characteristics. Also, the lowest amount of 

false alarms was related to EWMA2 to EWMA8 and the 

highest amount of false alarms was related to EWMA9. 

In addition, the lowest false negative rate was related to 

EWMA9. The best positive likelihood ratio value was 

related to EWMA3. The lowest negative likelihood ratio 

was related to EWMA9 and this algorithm had the lowest 

AUC (51%). In the present study, the CUSUM algorithm 

was used to evaluate the spread of Covid-19 in Iran. This 

method has also been used in various studies in health 

data.11-14 Our research focuses on the potential use of 

CUSUM to detect deviations in the trend of COVID-19. 

Due to its understanding and simplicity, the CUSUM 

algorithm can be useful for the early detection of 

deviations in the trend of COVID-19.11 

The results of the present study are in line with the 

results of other studies15,16 indicating the poor performance 

of the EWMA algorithm in diagnosing the spread of 

COVID-19 compared to Poisson Regression and CUSUM. 

However, some previously published studies report good 

performance for EWMA.17,18 This discrepancy may be 

due to factors such as the type and size of the outbreak as 

well as the data sources. The performance of each model 

in outbreak detection depends on various factors such as 

the type of infectious diseases, the study location, the 

gold standard, and the accuracy of the records in the 

health care system.19 Therefore, using this method alone 

is not recommended and is better as a combined method 

which can be used in the best way to detect the 

outbreak.20-22 Furthermore, Poisson Regression was also 

used in this study to identify the prevalence of COVID-

19. The performance of this method in detecting the 

spread of COVID-19 has also been investigated by 

previous studies.11,23,24  

It is worth mentioning that just like any other study, the 

present research faced some limitations such as:  the use 

of a simulated prevalence, which could differ from the 

actual prevalence. In addition, some cases of COVID-19 

may not be accurately recorded in care systems. 

 

Research Highlights 

What Is Already Known? 

Outbreak detection algorithms could play a key role in 

public health surveillance. 

 

What Does This Study Add? 

 According to the results, CUSUM, EWMA, and poison 

regression showed appropriate performance in 

detecting the COVID-19 outbreaks.  

 These algorithms can be extremely helpful for health 

practitioners and policymakers in the detection of 

infectious disease outbreaks.  

 It is not recommended to use a single method to detect 

outbreaks and it is better to use several methods together 

 

6. Conclusion 

According to the results, CUSUM, EWMA, and poison 
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regression showed appropriate performance in detecting 

the COVID-19 outbreaks. So these algorithms can be 

extremely helpful for health practitioners and policymakers 

in the detection of infectious disease outbreaks. In general, it 

is not recommended to use a single method to detect 

outbreaks and it is better to use several methods together. 
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